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Outline

1. MinMax robustness as a dual approach to probabilistic decision theory:
a method for producing “automatic” priors.

2. Varieties of irrationality

(a) Learning
(b) Rational inattention
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Duality

• MinMax does pick out admissible decision rules — that is it cannot lead
us to a rule that can be dominated in every state of the world by some
other rule.

• Therefore, under reasonable regularity conditions, it also picks out
Bayesian rules.

• Bayesian rules are those that minimize expected losses under some
probability measure over states of the world.

• So minmax rules generally can be characterized as picking a particular
prior and minimizing expected losses. The nature of the prior depends
on the feasible set of decision rules.

• Its appeal is that we may well find it easier to assess the consequences of
actions in various states of the world than to assess directly a probability
measure over states of the world. MinMax maps the former type of
assessment into the latter.

2



The non-robustness of minmax robust analysis

• It is usually a lot easier to spot a proposed distribution over states of the
world that is ridiculous than it is to specify in detail a distribution that
exactly captures one’s information and uncertainty.

• The automatic priors emerging from minmax analysis can be ridiculous.
• It is always legitimate to ask that the policy recommendation emerging

from such an analysis be accompanied by a description of the supporting
prior distribution, and to reject the recommendation if the supporting
prior is ridiculous.
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This paper’s variant of minmax

• Before applying the minmax criterion, losses are downweighted by distance
of the state from some central value, according to a particular (Kullback-
Leibler) notion of distance.

• This still selects an admissible rule.
• As you might expect, it will be a rule supported by a prior that puts less

probability weight on states of the world farther, in KL distance, from
the central state.

• If one is going to do automatic prior generation — and it is a very
reasonable thing to do, in fact you probably want to do it several
different ways — this paper’s approach (and that of its antecedents in
Hansen-Sargent and the engineering literature) is appealing.
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Learning

• The paper’s approach seems motivated by a notion of learning by the
private sector — plausible deviations from rational expectations are taken
to be those it would be hard for the private sector to learn to be incorrect.

• But, as the paper points out, existing approaches to modeling
learning involve postulating a particular, usually rather ad hoc, learning
mechanism, so that “optimal policy with learning” could seem to involve
systematically exploiting the nature of the learning mechanism.

• While this is an advantage of this paper’s approach, this paper ignores
belief dynamics. If one contemplates a major policy change, an explicit
learning model will recognize the costs (or benefits) of the period during
which the public revises its beliefs, while this paper ignores them.
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Rational Inattention

• This is the notion that economic agents, as they translate observation
of their environment into decisions and actions, act as finite Shannon-
capacity channels.

• It is another form of near-rationality.
• But it has different implications.

– The most likely deviations are those that involve only crude monitoring
of the state of the economy by agents, not those that are hardest to
distinguish from RE with perfect observation.

– If policy succeeds in, say, making fluctuations in the price level so
small that they matter little to agents, the agents may monitor them
extremely crudely and hence appear in some sense extremely irrational,
while if policy makes inflation high and variable, agents may monitor it
closely.

– This paper’s approach does not take these factors into account.
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